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A coarse-mesh nodal method for the efficient numerical solution of incompressible laminar 
flow problems is developed using a transverse integration procedure followed by the introduc- 
tion of locally-defined Green’s tensors of the transverse-integrated in-node Navier-Stokes and 
mass conservation equations. In applications to Z-dimensional flow problems, including fully 
developed flow, inlet flow, and modified driven cavity problems (driven cavities with inlet and 
outlet sections), this new nodal Green’s tensor method is demonstrated to have very high 
accuracy even when applied on very large nodes. The high accuracy of this new method on 
very coarse meshes leads to a high computational efficiency (reduced computer time for fixed 
accuracy requirements). 0 1985 Academic Press, Inc. 

1. INTRODUCTION 

Accurate calculation of flow fields is an important aspect of the analysis of any 
thermal hydraulic system. Since the fluid dynamics of such systems are described by 
a coupled set of nonlinear partial differential equations (usually applied over many 
heterogeneous regions), the analysis is usually carried out using numerical techni- 
ques on a digital computer. In this paper, a new computationally efficient coarse- 
mesh nodal method, based upon the use of locally defined Green’s tensors, is 
developed and applied to the numerical solution of laminar incompressible fluid 
flow problems. 

Currently, the finite difference method is widdy used to numerically solve such 
problems [l-7]. In the finite difference method, the continuous differential 
operators in the governing differential equations are replaced by discrete 
approximate forms of these operators. Thus, the governing differential equations 
are converted to a set of coupled algebraic equations. This set of coupled algebraic 
equations is thn solved by direct inversion or by an iterative technique. 
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Two basic approaches exist for the solution of incompressible fluid flow problems 
by finite difference methods [3]. The first approach uses the stream function and 
vorticity as the dependent variables. This approach has the advantage that only two 
variables need be calculated (in two dimensions). Moreover, only one transport 
equation (for the vorticity) needs to be solved since the stream function equation is 
a Laplacian. The main disadvantage of this approach is that the velocity dis- 
tribution is usually desired and this must be constructed numerically from the vor- 
ticity and steam function distributions. The boundary conditions are also usually 
given as specified velocities or specified forces. This usually means that an iterative 
strategy must be employed to find the boundary conditions in terms of the stream 
function and vorticity. Moreover, should the pressure distribution be desired, an 
additional differential equation must be solved numerically. The second approach 
uses velocity and pressure as the dependent variables. Three variables and two 
transport equations must be solved as opposed to the two variables and single 
transport equation in the vorticity-stream function approach. Additionally, the dis- 
crete forms of these differential operators sometimes have restrictive stability con- 
ditions [3,7]. Most production computer codes, such as SOLA [6], use velocities 
and pressure as the principal dependent variables, since this approach tends to be 
understood more easily by the general user. 

In both approaches, difficulties exist in the representation of boundary conditions 
and the advection term. In most problems, the finite difference method usually 
requires that variable values actually defined on the interior of the domain be used 
to approximate values on the system boundary. Thus, the applied boundary con- 
ditions will, in general, only be satisfied approximately. The advection term requires 
the choosing of a velocity from another cell, which in most cases leads to stability 
restrictions. 

Originally applied to the solution of structural mechanics problems [S, 91, the 
finite element method has since been applied to the solution of fluid flow problems 
[lo, 171. In finite element analysis, the region of interest is first divided into a set of 
subdomains (finite elements). The variable(s) of interest are then approximated in 
terms of a polynomial function with unknown coefficients over the element. A set of 
coupled algebraic equations for the unknown expansion coefficients is then 
developed by either minimizing a variational functional or, as is more frequently 
done, direct application of a weighted residuals procedure. It has been shown that 
the resulting set of algebraic equations has a direct correspondence to the algebraic 
set of equations that results from the application of the tinite difference method 
[lg, 191. The main advantages of the finite element method over the finite dif- 
ference method are in its ease of application to irregular geometries (arbitrary-sided 
triangular elements have been developed for 2-dimensional applications) and the 
ability to easily change expansion functions (keeping the order fixed), 
corresponding to a change of difference schemes in the finite difference method, on 
an element-by-element basis. 

As is the case in finite difference analysis, both the stream function-vorticity [lo] 
and the velocity-pressure [ 111 formulations have been used in the finite element 
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analysis of incompressible fluid flow problems. Since the resulting algebraic 
equations form a nonlinear set in both formulations, an iterative procedure is 
usually followed in the solution of the algebraic equations. 

Finite element methods are capable of satisfying most boundary conditions exac- 
tly, but since this severely restricts the choice of expansion functions the boundary 
conditions are usually satisfied in an approximate weighted residuals sense [ 171. 
The advection term, as in the finite difference method, can require information from 
other elements for its representation. 

While the finite difference method and the finite element method are the two 
approaches most widely used, mention will be made of three other methods used in 
the solution of fluid flow problems, since these three methods, like the method 
developed in this paper, make use of integral equations. 

Recently, a numerical method, called the asymmetric separated region weighted 
residual (ASWR) method, has been developed for the numerical solution of neutron 
diffusion and fluid flow problems [20-231. In the ASWR method, the test and 
weighting functions are defined on nonoverlapping (separated) regions as opposed 
to weighted residuals in the finite element method in which the test and weighting 
functions are defined on the same region. Coupling of the regions is obtained by 
enforcing continuity conditions on the interfaces between regions. The formalism 
has been developed for 3-dimensional flows and the method applied to the solution 
of both single phase and two phase transient l-dimensional fluid flow problems. 

A numerical method, called the surface source method, has been developed for 
the solution of exterior potential fluid flow problems (the method is also applicable 
to interior flow problems) [24]. In this method, a global Green’s function, with 
Neumann boundary conditions applied at infinity, is used to develop an equation 
for the flow field in terms of an integral evaluated over the surface of the body 
immersed in the flow field. This integral equation is then solved by a localized 
weighted residuals method in which the expansion functions are usually assumed to 
be constant. Aside from the restriction to potential flow problems, the method can 
yield (incorrect) results in which flow penetrates the solid boundary and/or is 
infinite in magnitude. 

The boundary element methods are similar to the surface source method. In 
boundary element methods a global Green’s function (usually for the inlinite 
medium) converts the governing differential equation, typically for an interior flow 
problem, to a global surface integral equation. This global surface problem is then 
solved using a weighted residuals procedure. Unlike the surface-source method, it 
can accommodate both Neumann and Dirchlet boundary conditions on the surface 
WI* 

As was the case for the finite element method and the ASWR method, which 
were originally applied in fields other than fluid mechanics, the method developed 
in this paper is based in part on two concepts used in the development of high- 
efficiency computational methods for neutron diffusion problems in fission reactors 
126,271. In the first application to steady state neutron diffusion problems, locally 
defined Green’s functions were used to convert differential equations applied locally 
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over subdomains of the system of local multidimensional integral equations [26]. 
Later, this concept was extended to the solution of steady state and transient heat 
conduction problems [28,29]. When these local Green’s function methods were 
improved by combining them with a transverse integration procedure for con- 
verting partial differential equations into sets of ordinary differential equations, 
computational efficiencies one thousand times greater than conventional fully 
accelerated finite difference method efficiencies were obtained for practical 3-dimen- 
sional neutron diffusion problems [27]. 

In the present method, locally defined Green’s tensors of scalar arguments are 
used to convert a set of ordinary differential equations, obtained by integrating the 
partial differential equations of fluid Row over one independent variable, to a set of 
local l-dimensional integral equations. The “transverse-integrated” velocities and 
pressure are described by these local integral equations in terms of related quan- 
tities defined only on the surfaces of the volume elements. A nonlinear algebraic 
equation set for the related surface quantities is then developed by evaluating the 
local integral equations at element surfaces. This nonlinear algebraic equation is 
solved by a Newton-Raphson procedure. The surface quantities are then sub- 
stituted into the local integral equations for the transverse-integrated velocities and 
pressure; finally, these equations are then solved on an element-by-element basis 
through the application of a local weighted residuals procedure. 

2. FORMALISM 

2.1. Transverse Integration Technique 

To develop a nodal Green’s tensor method for 2-dimensional fluid flow problems, 
we begin by decomposing the system under consideration into a set of L rec- 
tangular volume elements, V, = ( -a, < x < +a,, -b, < y < +b,). We then apply the 
Navier-Stokes equations and the conservation of mass equation locally over a 
volume element 

vx(xv Y) 2 VAX? Y) + v,k Y) a vx(x9 Y) ay 
--y 

( 
$v,b, y)+-& VAX, Y) 

> 
+gp, Y)=f.b, Y) 

VAX? Y) ; v,k Y) + VY(X? Y) a Vy(X> Y) 
ay 

--y $ V,(X> y)+$ v,(x, Y) +-$(x, Y)=f,(xT Y) 
> 

--& VAX, Y) + 2 lgx, y) = 0. 
ay 

(1.4 

(1-b) 

(1-c) 
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This set of equations is then formally made linear by moving the advection terms to 
the right-hand sides of Eq. (1.a) and Eq. (1.b). The resulting left-hand sides of these 
equations 

( 
a2 

--v Q u,(x, v)+ $ u,(x, Y) ) +$ P(X, Y) =fx(x, Y) - w> Y).V uh Y) 

=f xx> Y) (2.4 
2 

-V & 
) 

+;I4”’ Y) =.fJx, Y)- (v(x, y)-V) UJX, y) 

=.f ;(4 Y) (2.b) 

; u,(x, Y) +a ay u,(x, Y) = 0 

are formally identical to the (linear) Stokes equations. 
This set of coupled partial differential equations is then converted to a set of 

coupled ordinary differential equations through the application of a transverse 
integration technique. Specifically, we integrate Eqs. (2) in the x direction over the 
computational node (element) to form 

--v -$ u;(Y) = Q(Y), (3.4 

(3.b) 

where 

(3.c) 

(4) 

In matrix form this set of coupled’ ordinary differential equations becomes, 

’ Actually, Eq. (3a) is not coupled to the other two equations. However, writing the equations in this 
form is convenient at this point, and as will be seen, its solution will not depend upon the other 
equations. 
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where Sx(y) consists of fX(y) and the artificial source vector Q”(y), 

which arises from the transverse integration. We now write Eq. (5) in matrix form 
as 

A,{~“(Y), P”(Y)) = ~~“CY>~~ (7) 

The development is now repeated to derive analogous equations for the x-depen- 
dent, y-integrated quantities. Specifically, we now integrate Eq. (2) in the y direc- 
tion over the computational node (i.e., volume element or cell) to form 

-v -$ V’,(x) + -$ j?(x) = S{(x), (84 

--v $ G’;(x) = Q(x), @b) 

; G’(x) = Q(x), (8~) 

where, 

dY g(x, Y). (9) 

In this case, the artificial source vector, QY(x), which arises from the transverse 
integration is 

v 2 %(X, Y) 
fb 

8Y --h 

+h 

uJ-% Y) - Pk 
-b 

-u,(x, Y)l”“b 

(10) 
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In matrix form, Eq. (8) is written as 

A,(tY(x), jjy(x)> = (sy(x)). (11) 

Thus far, the set of partial differential equations, Eq. (2), has been converted to 
two sets of ordinary differential equations, Eqs. (7) and (11) through the 
application of the transverse integration technique. 

2.2. Local Green’s Tensor Method Formalism 

2.2.(a) Local integral equations for the transverse-integrated velocities and 
pressures. A local Green’s tensor method is next used to convert the two sets of 
ordinary differential equations Eqs. (7) and (11) to two sets of local integral 
equations. Starting with the x-integrated, y-dependent set, Eq. (7), we introduce the 
adjoint Green’s tensor that satisfies, 

-G(Y I YO) WY I YO) Gf,(y I YO) 
X WY I Y,) WY I YO) G%Y I YO) = 

-G!,(Y I YO) GMY I YO) WY I YO) 1 
or in more compact form, 

d2 0 -v&T 0 

0 
& d -- 

-“& dy 

1 0 
d -- 
dv 

0 

%Y-Yo) 0 0 

0 

4Y-YY,) 0 9 

0 0 S(Y - Yo) 1 
(12) 

At,G+=h(y- y,) 1. (13) 

Multiplying Eq. (7) by (G+)’ and Eq. (13) by {V”, p”>’ forms, 

(G+)=A,(v”, ~7) = (G+)’ {s”), (14) 

{c*, ji”)=A~G+= {V,~7}~6(y- y,)I. (15) 

Subtracting Eq. (14) from the transpose of Eq. (15), integrating over the node in 
the y direction, applying Green’s theorem, and adding and subtracting the column 
vector 
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yields, 

= {Gli(+b 1 y,)} cf”+ {Gti(-6 1 y,,} c”’ 

+ {Gli(+b I YO)> f$-‘+ {G&(-b I Yo)} 6:” 

dYC{G:i(Y I YO)> ‘T(Y)+ {GL(Y I Yo)) ‘G(Yo)) + {GUYlYo)] ‘G(Y)] 
(17) 

Wfi(+b I yo)} +v ;;;; d {G?i(Y I Yo)> I +b] 

-cc(-6) [ u(Gfi(-‘l Yo))-” g (GIi(Y I ~0)) l-b] 

-fi~(fb)[U{C!r(+‘l Yo))+“$ {GUY I YO))/ 
+b 

+{GSi(+‘l Y.)I] 

-~~(-h)[U{G$j(-61 Yo))-V$ (GUY I Yo))( 
-b 

-(G!J-‘I Y*)I]* 

Here, the y subscripts on the adjacent-element indices my and k, indicate that these 
indices correspond to the elements immediately above and below (in the y direc- 
tion) the Ith element, and 

(18) 

U, is a parameter that is introduced in order to handle general boundary conditions 
(See Sect. 2.4). 

At this point in the development of the formalism, a judicious choice for the thus- 
far unspecified boundary conditions on the adjoint Green’s tensor becomes obvious 

UGf,(fb I yo)kv; Gfi(Y I Yo) I +b=O, i= 1, 2, 3, (19) 

UGij(kt+ I J’,)kv’ dy GL(Y I YO) I +b k GJi( kb I .Yo)=O, i= 1, 2, 3. (20) 

This choice simplifies Eq. (17) to 
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+ 
I +’ dYC{Gfi(Y I Yo)} s?(Y)+ (GUY I Yo)> ‘C(Y) 

-b 

+ V-%Y I YO)> s;(y)l, (21) 

where the J quantities are defined on the surfaces of the computational nodes as 

(224 

(22b) 

c;-‘= ‘-;(+b)+ v-$ a;(y)l,,-p’(+b)), 
( 

WC) 

Jy’= iJ$( -b)- 
( 

v -fj f?;(y)I-,-p”(-6) 
) 

. (22d) 

The entire development is now repeated for the y-integrated, x-dependent quan- 
tities. Thus, Eqs. (11) are converted to a set of local integral equations 

+j+a dxC (Gfi(x I XO)} ‘P(X) + { GSi(x I ~0) > ‘,Y(X) -a 

+ @fib I xo>> %U (23) 

Here the x subscripts on the adjacent-element indices k, and m, indicate that these 
indices correspond to the elements immediately to the left and the right (in the x 
direction) of the Ith element. These J quantities are defined analogously to those in 
Eqs. (22) as 

G;-‘= us?J +a) + (v $ wx)l+a-Pl(+o)), CW 
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Equations (21) and (23) represent two sets of local integral equations which are 
exact expressions for the directionally integrated velocities and pressures in terms of 
the J quantities, which are defined only on the surface of the computational node, 
and a node-volume integral of the total source terms. Expressions are next 
developed for the J quantities and the total source terms. The elements of the 
Green’s tensors developed here are given in Appendix B. 

2.2.(b) Local integral equations for the surface quantities. A set of local integral 
equations for the J quantities, analogous to Eqs. (21) and (23), are developed using 

and 

J!,“‘=2Ug”(+b)-Jng:-’ Wa) 

Jig nx = Zug’.(+a)-Jy, g=vx, v Y’ (25b) 

This relation is equivalent to stating that the velocities and stresses are continuous 
at the element interfaces. Evaluating Eq. (21) at the surface yields expressions for 
the surface velocities which are substituted into Eq. (25a) to form 

J;; ‘+ = (2UGf,(+b l+b)-1) Jz” 

+2u J +b dy G],(Y I +b) %Y)> 
-b 

J’,‘k’=2UGrl(+bI-b)~~~i+(2UG:I(-hI-b)- l).J!E+’ 

+2u +b 
J dy G:,(Y I -b) %(Y)> 

-b 

J’,;+=(2UGlz(+b l+b)-l)ci” 
Y 

+2UGt,,(-b I+b)t;-’ 

Wa) 

(26b) 

+2u J +b ~Y[%(Y I +b) %(y) + G$,(y 1 +b) S;(y)], 
(26~) 

-h 
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+2u I +b 40%~ I -6) s;(y) + GJ,(y ) -4) S;(JJ)], 
(26d) 

-b 

where only the nonzero entries of the adjoint Green’s tensor have been included to 
simplify the expressions. 

We next develop analogous expressions for the y-integrated J quantities by 
evaluating Eq. (23) at the surface and using Eq. (25b), 

+2u f +’ dx[G:,(x I +a) s{(x)+ Gf,(x 1 +a) S;(x)], 
-0 

J;; I’ = 
I 2UG~,(+al-n)~~-‘+(2UG1,(-a/-a)-l)~~~’ .‘i 

+2u I +’ dx[Gl,(x I -a) s;(x) + G;,(x 1 -a) S{(x)], 

~~“‘=(2UG:,(;o/io)-l)~~~‘+2UG~~(-~,+n)~~-’ 

+2u i+a dx GJ,(x ( +a) S{(x), 
-a 

J;; kr f =2UG~,(++u)~~-‘+(2UG~,(-+u)-1)~~” , 

I 
+a 

+2u dx G,t,(x 1 -a) S;(x). 
-a 

Wa 1 

W’b) 

(274 

(27d) 

Equations (26) and (27) have retained all the important qualities of Eqs. (21) and 
(23) for the transverse integrated velocities. Specifically, Eqs. (26) and (27) are 
exact expressions for the J quantities in terms of J quantities on adjacent surfaces 
and a source term which is operated on by a Green’s function volume to surface 
integral operator. 

2.2.(c) Total source term equations. The source terms are now determined by 
making local, low-order expansions for these terms 

Q(x)= i: S,yhPih(X), i = 1, 2, 3, (284 
h=1 

.A 

mY) = f Wpihb4 i = 1, 2, 3, (28b) 

where the Pi,,‘s are Legendre polynomials. 
Six equations for the 6H unknown expansion coefficients are developed by 

requiring first that the node-averaged velocities and pressures be consistently 
calculated from the directionally integrated velocities and pressures and, second, 
that the forces balance within the node. 
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To enforce the uniqueness of the node-averaged velocities and pressure, Eq. (21) 
is integrated over the y direction and Eq. (23) is integrated over the x direction. 
This yields two sets of expressions for the node-averaged velocities and pressure. 
These two sets are then set equal to each other to form 

=(a/U)[G;*‘+d{-‘1 +I+’ dx,, I+” d,G:,(x 1 x0) f Sfhplh(x) 
--u -a h=l 

+I+’ dxo I+’ dx Gf,(x 1 Xo) f s;hp,h(x)> 
--a -a h=l 

=a[-Jy’ x +.$“I + jta dx, j-+a dx G13(x 1 x,,) 5 sfJ,‘,p,,,(x) 
--u --a h=l 

+stu dx, j-+a dx G& I xo) f jib !%htX). 
-a -a h=l 

To balance the forces within a node, we integrate Eqs. (2) over the node 

j-+O dxs;(x)+I:: dyk;(y)==j”+“j-+b dxdyf;(x,y)), 
--(I -0 -h 

j-+” dxs;(x)+j;bh dyS;(y)=j+‘jib dxdyf;(x, y), 
--u --u -b 

j+“dx@(x)+I;hb dyS;(y)=O. 
-0 

(294 

Pb) 

(29~) 

to form 

WI 

Wb) 

(3&J 
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Inserting the expansions for the source vectors yields 

j- +a & f iih pzh(x) + I_:” dy f 
- ‘I h=l h=l 

f;h P%(y) = j-r’e I_:” dx dy f;tx7 y)Y(31 b, 

(31c) 

For the case H= 1, Eqs. (29) and (31) uniquely determine the unknown expansion 
coefficients for the total source terms in a node in terms of the J quantities on the 
surfaces of that node. This expansion yields term of order h3 (Appendix C). A for- 
malism for the case H = 3 has been developed in Appendix F of [ 341. However, this 
higher-order approximation has the disadvantage of requiring information from 
two surfaces of the adjacent nodes, greatly increasing the complexity of the resulting 
equations, and therefore has not been implemented. 

2.2.(d) An alternative local Green’s tensor method. A formalism analogous to 
that developed in Subsection (2.2.a) can be developed directly from Eqs. (l), i.e., 
with the transverse integration omitted. In that case, for a 2-dimensional problem, 
the dependent variables remain functions of both position variables, the local 
integral equations are 2-dimensional equations which include 2-dimensional 
Green’s tensors, and the surface J quantities are functions of the computational- 
element surface variable. The formal development of this alternative approach is 
given in Appendix C. Because the final discrete variable equations of this alternative 
method are more complicated than those that result from the developments of Sub- 
sections (2.2.(a)-(c)), this latter formalism has not been implemented here. 
However, it should be recognized that, although more complex, this alternative 
method does directly yield more detailed information, viz., the constructed 
polynomial spatial-dependence of the dependent variables in the interiors of the 
computational elements. 

2.3. Nonlinear Advection Term 

As mentioned in Section 1, the numerical treatment of the advection term 
presents certain problems in finite difference and finite element methods. In the 
nodal Green’s tensor method, this nonlinear term appears only in the equations for 
the total source term. More importantly, since it is the integral of the advection 
term over the node which appears, it is possible to represent it in terms of the sur- 
face quantities through the use of a Green’s theorem. 

To prove this, we write out the right-hand sides of Eq. (31) to explicitly show the 
advection term 
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j_‘,” j_‘,” dxdyf;(x, y,= j;; j_:” dxdyf,(x, y) 

dx dy(v(x, Y) . V) v,(x, Y), VW 

j+a j’” dx dyf;(x, y)= j+’ jtb dx dyf,(x, y) 
-a -b --u -b 

+a +b 
- I I dx dy(v(x, ~1. V) q(x> Y), Wb) 

--D -b 

Applying Green’s theorem to the second volume integral (of the advection term) 
appearing in Eq. (32) (and using the mass continuity equation) converts it to a sur- 
face integral 

j+’ jib dx4@(x, Y)-V)u,(x, Y)= j+’ dxCu,(x, Y)u,(x, ~)ll’~ 
--a -b -a -b 

+jt” 
i-0 

dYCW Y)l . (334 
-b --I 

Similarly, 

j+O j+” dxdy(v(x, y)*V)u,,(x, y)= j+= dx[u;(x, y)]lib 
--o -b --a -b 

+b 

+ dyCo,(x, Y) U&G Y)I +‘. (33b) 
-b --(I 

We now approximate the surface velocities by replacing them with their average 
values on the surfaces. Specifically, we replace the surface integrals on the right- 
hand sides of Eqs. (33) with 

+a +b s I dx&@(x, Y).V) u,(x, ~1% CC;(Y) %Xv)l tbbll@) + CW-) ?$)I +:1/(26) 
-a -b 

+o +b I s dx dy(v(x, Y) .V) u,(x, Y)Z IX;(Y) fi;(y)l’fM24 + C?@) v;Gdl::1/(2~). 
--a -b 

Wb) 

These approximations are developed by expanding the factors in the integrands and 
truncating those expansions after the leading terms. Finally, we substitute the 
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definitions of the J quantities in Eqs. (22) and (24) into the right-hand sides of Eqs. 
(34) forming 

- ‘4’‘+ Jp(Jy ‘+ Jp)/(2a) 

+ {(q-‘+JI;mx)2 

- (J$*‘+~~kx)2}/(2b)]/(4U2) (35a) 

and 

2.4. Boundary Conditions 

In a fluid system, either the velocities 

%( + c, z) = ~,,o(Z), 
u,( kc, z) = u,,o(z), 

or the stresses 

where 

n = normal direction 

s = shear direction 

c=a, b; z=y,x 

(364 
(35b) 

Wb) 

are specified on a boundary. In practice, it is very diffkult to specify the state of 
stress at a surface and the stress boundary conditions are usually replaced by 
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-p(+c, z)+2p 2 = fJo(z 1, 
tr,z 

au, 
pz kc 

= q)(Z). 

For the transversely integrated system, the boundary conditions are taken to be 
either 

I?“,( + c) = I& (394 

ig + c) = q. Wb) 

or 
d 

-P”(kc)+p -& V”,(1c)=cq) 

d 
Gi 

v:(+c)=s;; s = y, x; c = a, b. 

To accommodate these boundary conditions, we define a Jk+’ from a fictitious 
element k, exterior to the system surface. Thus, specified velocities are given by 

(414 

(4lb) 

and specified “forces” by 

(424 

(42b) 

Had U been selected to be zero (Sect. 2.2.(a), only the specified velocity (Dirichlet) 
boundary condition could be handled. Conversely, selecting l/U = 0, permits only 
stress (Neumann) boundary conditions in the formulation. This more general for- 
mulation permits both these types of boundary conditions (and if needed, type 
three or Cauchy boundary conditions) to be handled without changing the Green’s 
tensor on an element basis. 

Therefore, in the nodal Green’s tensor method the global boundary conditions 
are represented exactly on the global system surfaces by simple algebraic 
relationships between J quantities defined on these surfaces. This is in contrast to 
finite difference where the boundary conditions must frequently be approximated in 
terms of quantities not defined on the system surface, 

2.5. Solution of the Nodal Green’s Tensor Method Equations 
In practice, Eqs. (29) and (31) are used to obtain exact algebraic expressions for 

the total source term expansion coefficients in terms of the J quantities. These 
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expressions are then directly substituted into Eqs. (26) and (27). These equations 
are then combined with the expressions for the specified boundary conditions to 
form a nonlinear (due to the representation of the advection terms) algebraic 
equation set solely in terms of the J quantities. This nonlinear algebraic equation 
set is solved by a Newton-Raphson procedure. The expansion coefficients for the 
total source terms are then calculated. Finally, the integral expressions for the direc- 
tionally integrated velocities and pressures are evaluated using a local weighted 
residuals procedure. 

To solve for the J quantities using the Newton-Raphson method, the nonlinear 
equation set formed by combining Eqs. (26) and (27) with the appropriate boun- 
dary conditions is written as 

“ax) = 0, (43) 

where 

xi= J;, i = I,..., N, 

N = the number of J quantities to be determined. 

Applying the standard Newton-Raphson procedure, Eq. (43) is converted to a 
series of linear problems of the form 

0 = f(x”) + J(x”+ ’ - x”), (44) 

where 

J is the Jacobian of f(x), 

and 

n is the iteration index, 

by expanding Eq. (43) in a Taylor series about x”+ ‘. The iterations are terminated 
when 

I.m”N G.E (45) 

and 

i = l,..., N. 

The set of linear equations, Eq. (44), is solved by inverting the Jacobian directly 
or by using an iterative technique in which J quantities defined on constant y sur- 
faces are determined alternately with the J quantities defined on constant x surfaces. 

After the J quantities have been determined, the expansion coefficients for the 
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total source term are calculated using Eqs. (29) and (31). Equations (21) and (23) 
are then used to evaluate the directionally integrated velocities and pressure via a 
local weighted residuals procedure. Independent local, low-order expansions are 
made for the directionally integrated quantities 

and the expansion coefficients determined. Multiplying each row of Eqs. (21) and 
(23) by the linearly independent weight functions ui(z), i= l,..., Z and integrating 
over the node yields 

where 

dim(G,,,~ = {I}, (49) 

(GsY2)i= J+’ dz, ui(zo) Gst( +C I z,), --L dim(Gsv2} = (I), (50) 

CGVV~I~={+’ ~ZO Us J”+’ dz Pi(Z) Gmt(z I ZCJ), dim[G.,] = [lx H], (51) -c -< 

dim[A] = [Zx Z], (52) 

and for 

g=v;: h=u;, 

g=V;: h=u;, 

g=ji”: h=o.;, 

g=cyx: h=$ x3 
g=V;: h=v;, 

g=p’: h=vy,, 

z=y, c=b, s=l, t=l, o=s*, 

z= y, c= 6, s=2, t =2, e=sx, 

z= y, c= b, s= 2, t=3, 8=5x, 

z = x, c = a, s= 1, t=i, 83, 
z = x, c = a, s = 2, t=2, e=sy, 

z = x, c= a, s= 1, t=3, e=sy, 

(534 

(53b) 

(53c) 

(53d) 

(53e) 

(W 

Finally, Eq. (48) is multiplied by [A]-’ to generate the local low-order matrix 
equations that are used on an element-by-element basis to evaluate the local expan- 
sion coefficients, 
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Here the tildas indicate that the inverse of the A matrix has been incorporated into 
the definitions of the G matrices. These equations are entirely local equations and 
do not involve any long-range coupling. Moreover, the local matrix expressions for 
the expansion coeficients of the directionally integrated velocities and pressures are 
independent of each other. Therefore, once the J quantities are determined it is not 
necessary to evaluate the directionally integrated velocities in order to determine 
the directionally integrated pressure and vice versa. This independent determination 
of the directionally integrated velocity and pressure distributions is a very desirable 
feature of the present method, and does not occur either in most finite element 
methods for fluid flow problems, in which it is necessary to simultaneously solve for 
the local expansion coefficients for both the velocity and pressure, or in most finite 
difference methods using a Laplacian pressure formulation, in which the velocity 
distribution must be determined before solving for the pressure distribution. 

3. NUMERICAL EXAMPLES 

3.1. Introduction 

The nodal method developed in the previous section has been applied to the 
numerical solution of incompressible fluid flow problems. Three sample problems 
have been solved: (1) fully developed flow between parallel plates, (2) inlet flow 
between parallel plates, and (3) a modified driven cavity problem. The fully 
developed flow problem and the modified driven cavity problem were solved for 
four values of the Reynolds number, Re = 1, 10, 100, 1000; the inlet flow problem 
was solved only for the Reynolds number, Re = 10. The inlet flow problem and the 
modified driven cavity problem were also solved using a finite difference, marker 
and cell, method code, SOLA [6]. 

A standard measure of a numerical method’s usefulness is its computational 
efficiency in solving problems on a digital computer. The computational efficiency is 
the computer time required for a specified fixed accuracy requirement. To measure 
the accuracy of a numerical method, it is necessary to establish a reference or 
benchmark solution. Analytical solutions to the partial differential equations of 
fluid flow are generally hard to obtain, as was mentioned in Section 1. Therefore, 
the benchmark solutions are usually generated using numerical procedures. 

3.2. Fully Developed Flow Between Parallel Plates 

A sample fluid flow prblem with fully,developed flow between parallel plates was 
defined in 2-dimensional rectangular geometry. The geometry of the problem and 
the boundary conditions are shown in Fig. 1. Since the analytic solution is known, 
the nodal method solution was compared to it rather than to a SOLA generated 
solution. 

To evaluate the accuracy of the nodal Green’s tensor method, the global flow 
region was divided into quadrants of equal area as shown in Fig. 1. The average 
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-“&“, +p=p, 
-j&=0 

FIG. 1. Geometry and boundary conditions for the fully developed flow problem (showing 
quadrants over which the velocities were averaged), where Re= “maxL y/v= 1, 10, 100, 1000; 
v = 0.01 cm’/s; L, = 100. cm; L, = 20. cm; and P, = 1. x 10e5, 1. x 10e4, 1. x lo-), 1. x 10-2cm2/s2. 

x-directed velocity and the average y-directed velocity were then evaluated in each 
quadrant using the nodal Green’s tensor method and the average values compared 
to the analytic average velocities. This method of comparison thus provides a 
measure of the average error of the method over large regions while retaining a 
representation of the local flow distribution. 

The problem was solved for four values of the Reynolds number, Re = 1, 10, 100, 
and 1000 on four different mesh spacings, 2 x 2, 4 x 4, 6 x 6, and 8 x 8 elements. In 
the fully developed flow problem the average quadrant velocities are given by 

u av = (3.3333 x 10e4) x Re 

v a” = 0.0. 

Additionally, in this problem the average quadrant velocities are identical. In all 
cases, the nodal Green’s tensor method gives the analytic answer to the accuracy of 
the convergence criterion, E = 10e5, specified in the numerical procedure. (The 
calculated node-averaged velocities for every node also agreed with the analytical 
values to within this accuracy for all the meshes and Reynolds numbers.) 

3.3. Inlet Flow Between Parallel Plates 

A sample fluid flow problem with developing flow at the inlet section between 
parallel plates was defined in 2-dimensional rectangular geometry. The geometry of 
the problem and boundary conditions are described in Fig. 2. In this problem the 
analytic solution is not known in closed form, although approximate solutions 

.-&“, +p=o 

&;vy=o 

FIG. 2. Geometry and boundary conditions for the inlet flow problem (showing quadrants over 
which the velocities were averaged), where Re = u,,a L,/v = 10; v =O.Ol cm*/s; L, = 10. cm; L, = 10. cm; 
u,,~ = 0.01 cm/s. 
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based on boundary layer theory are known. The dimensions of this problem were 
selected so that the total length of the flow region was approximately twice the 
entrance length predicted using boundary layer theory [30]. 

As was the case for the fully developed flow problem, the accuracy was examined 
by dividing the flow region into quadrants of equal area. Since the analytic solution 
to this is unknown, reference solutions for these quadrant-average velocities were 
obtained via a double-Richardson extrapolation of the nodal Green’s tensor 
method results to eliminate the h* and h4 error terms, since analysis of the results 
generated using the SOLA code showed that they were far from exhibiting an 
asymptotic h or h* error behavior [31]. The results of the calculation for Re = 10 
are summarized in Table I, where only two quadrant y-directed velocities are 
shown, since the problem is symmetric about the centerline and the quadrant- 
average x-directed velocities were all identical to the reference values (which were 
also in agreement with the values obtained using boundary layer theory). As shown 
in Table I, the nodal Green’s tensor method obtained accurate results on meshes 
that are twice as coarse as the SOLA meshes. (The right quadrant velocity values in 
Table I obtained by the SOLA code are deceptive due to its numerical treatment of 
the outflow boundary condition. The result of this treatment is that the flow field is 
forced artificially to have the fully developed pattern even on relatively coarse 
meshes. The fact that the SOLA results are not yet fully spatially converged is 

TABLE I 

Comparison of the Results Obtained Using the NGTM for an Inlet Flow Problem for Re = 10 with 
Those Obtained Using the SOLA Code 

Mesh 

Lower left quadrant Lower right quadrant 

“Y % error” VY % error’ CPU(s)* 

SOLA (Finite Difference Method) 
12x12 0.884 x lo-’ 
16x16 0.948 x 1O-3 
24x24 1.006 x 1O-3 
32 x 32 1.034 x lo-’ 

NGTM (Nodal Green’s Tensor Method) 
4x4 0.911 x 10-r 
6x6 1.031 x 10-3 
8x8 1.065 x lo-’ 

12x 12 1.089 x 1O-3 
(EXT)’ 1.108 x 1O-3 

20.2 1.215 x 1O-4 
14.4 1.204 x 1o-4 
9.2 1.217 x 1O-4 
6.7 1.227 x 1O-4 

17.8 
6.9 
3.9 
1.7 

0.313 x 1o-4 
0.847 x 1O-4 
1.095 x 10-4 
1.272 x 1O-4 
1.414 x 10-d 

14.1 4’ 
14.9 15’ 
13.9 100’ 
13.2 250’ 

77.9 0.6 
40.1 2.0 
22.6 6.0 
10.0 30.0d 

a Relative to extrapolated answer. 
* All times for CDC-7600, OPT= 1. 
’ CPU time estimated for specified accuracy of E = lo-‘. 
d Results obtained from 6 x 12 half mesh, CPU time is estimate for 12 x 12 mesh. 
e h2 - h4 double-Richardson extrapolation [31]. 
No&. All results for specified accuracy, E = 1O-5. 
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-,-& +p:o 

&“y=O 

VX= Y*i, vy=o 

Lyl 
+, - ---i------ 

“* =o 

:li:_- 

T 

vy=o Ly2-& -- y”, 

La* 
v,=vy=o 

.“& +p=o 
d ;T;Yy =o 

FIG. 3. Geometry and boundary conditions for the modified driven cavity problem (showing 
quadrants over which the velocities were average), where Re=L,,~~~v=L,u,~/v = 1, 100, 100, 1000; 
v = 0.01 cm2,/s; L,, = 10. cm; L,,, = 10. cm; .L, = 20. cm; L,, = 20. cm; u, = 5. x 10m4, 5. x lo-‘, 5. x 10e2, 
5. x 10-l cm/s. 

evidenced by the changing left quadrant volicities.) The computing times of this 
nodal method are much shorter than those of the SOLA code, which was run using 
its steady state algorithm. 

3.4. Flow in a Modified Driven Cavity-Re = 1, 10, 100 

A sample fluid flow problem for flow in a modified driven cavity was defined in 
2-dimensional rectangular geometry. The geometry of the problem and the boun- 
dary conditions are shown in Fig. 3. The problem is called a modified driven cavity 
because of the presence of the inlet and outlet sections at the top of the cavity. The 
accuracies were examined in this case by dividing only the cavity into quadrants of 
equal area. The average quadrant velocities were then calculated from the results 
obtained using the SOLA code on five different meshes, 4 x 4, 6 x 6, 8 x 8, 12 x 12, 
and 16 x 16, with a convergence criterion E = lo-‘O. The problem was also solved 
using the nodal Green’s tensor method on four meshes, 2 x 2, 4 x 4, 6 x 6, and 8 x 8, 
with a convergence criterion E = 10M5. Comparison of the computed quadrant 
velocities showed that while the SOLA results had not yet reached an h* con- 
vergence rate, the nodal Green’s tensor method had obtained this rate. Therefore, in 
this problem, the reference quadrant velocities were also extrapolated from the 
nodal Green’s tensor method results. 

In order to compare the computational efficiency of the two methods, the SOLA 
code was used to calculate the quadrant average velocities with a convergence 
criteria of E = lo-’ on four meshes, 2 x 2, 4 x 4, 6 x 6, and 8 x 8. The computing 
times were calculated at all four mesh spacings for both methods. Least-squares fits 
to linear functions were then made between the logarithm of the average relative 
error and the logarithm of the number of elements and between the logarithm of 
the computing time and the logarithm of the number of elements (Fig. 4). A linear 
relationship was then established between the logarithm of the error and the 
logarithm of the relative computing time (Fig. 5). 

Figure 5 shows the relative computing time as a function of specified average 
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, , , , , , , , , , , , , , , , , , , 
a SOLA -0 

NGTM --A 

1000 
10-2 IO-’ 100 

AVERAGE RELATIVE ERROR ,t 

IO0 IO’ 

CPU TIME (5) 

FIG. 4(a). Lest squares tits of the CPU times of SOLA and the NGTM as a function of the number 
of elements for the modified driven cavity problem Re = 100; (b) Least squares tits of average relative 
error E of SOLA and the NGTM as a function of the number of elements for the modified driven cavity 
problem Re = 100. 

IO-’ Id’ IO” 

AVERAGE RELATIVE ACCURACY, e 

FIG. 5. Relative (CPU) computer time of the nodal Green’s tensor method (NGTM) compared to 
that of the finite-difference code SOLA for the same average relative accuracy of the quadrant-averaged 
velocity values in the cavity region of a modified driven cavity for three values of the Reynolds number 
Re. 
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relative error for three values of the Reynolds number Re = 1, 10, and 100. The 
advantage in computational efficiency of the nodal Green’s tensor method relative 
to the SOLA code is caused by its high accuracy even on very coarse meshes. 

3.5, Modified-Driven Cavity Problem-Re = 1000 

To further demonstrate the high accuracy of the new method, it was applied to 
the solution of a modified driven cavity problem with Re = 1000. Figure 6 shows 
the flow pattern for the cavity region as calculated by the nodal Green’s tensor 
method. The counterflow pattern shown in the lower right-hand corner represents a 
weak vortex that normally does not appear in the results of finite difference 
calculations at this Reynolds number unless extremely line meshes are used [32]. In 
most methods, it would be necessary to refine the mesh further to fully resolve the 
vortex motion. In the nodal Green’s tensor method, the average surface velocities 
can be calculated by adding the J quantities defined on the nodal surface. When 

- A--d---c- h 
8.2E-3 Z.lE-2 2.9E-2 3.5E-2 4.OE-2 4.3E-2 3.9E-2 2.lE-2 

ttfPy-l/ 

8.lE-3 l .OE-2 9.2E-3 l.OE-2 I.lE-2 8.3E-3 1.4E-2 2.5E-2 

4 t t f y d / i 
5.S3 l.lE-2 l.lE-2 9.5E-3 6.lE-3 l.lE-2 2.3E-2 1.7E-2 

4tts--JJ 

4.6E-3 9.4E-3 l.lE-2 I.lE-2 l.ZE-2 1.6E-2 1.S2 8.4E-3 

4?\-.-dJl 

3.2E-3 7.0E-3 8.8E-3 l.OE-2 1.2E-2 1.3E-2 l.OE-2 3.3E-3 

FIG. 6. Flow map of the cavity region of a modified driven cavity calculated using the nodal Green’s 
tensor method on an 8 x 8 cavity mesh for Reynolds number Re = 1000. Arrows indicate node-averaged 
velocity magnitudes and directions; numbers indicate node-averaged velocity magnitudes. Note that the 
counter-flow pattern in lower right corner of cavity is resolved even on this 8 x 8 mesh. 
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&9E-4 
d 

Z.OE-4 

\ 4.4E-5 

1.7E-4 f 

I 

2.4E-5 

FIG. 7. Surface-average and nodal-average velocities of the four elements in the lower right-hand 
corner of the cavity region Re = 1000 showing the weak counter-flow vortex pattern. 

this is done (effectively halving the mesh), the vortex motion is indeed resolved as 
shown in Fig. 7, which shows the direction of the surface-average and node-average 
velocities of the four elements in the lower right-hand corner of the cavity. 

4. CONCLUSION 

A new numerical method based on the use of local Green’s tensors has been 
developed and applied to the numerical solution of laminar fluid flow problems. 
This method uses the local Green’s tensors to convert a set of ordinary differential 
equations, obtained through the applications of a transverse integration technique 
to the coupled Navier-Stokes and conservation of mass equations, to a set of local 
integral equations. These local integral equations are exact expressions for the 
transverse-integrated velocities and pressures in terms of surface quantities and 
“total” source terms (which are approximated in terms of the surface quantities). 
This representation is highly accurate even on very coarse meshes, and leads to 
vastly greater computational effZencies compared to more standard methods. 

In addition to being computationally more efIicient than standard numerical 
methods, this coarse mesh method also has a simpler and more accurate treatment 
of boundary conditions than those methods. All boundary conditions for these 
problems have simple algebraic representations in terms of the surfbcedefmed 
J-quantities as opposed to finite difference methods, where the boundary conditions 
are frequently approximated by quantities inside the domain rather than on its sur- 
face. The advection term is also represented (in conservative form) in terms of the 
surface J quantities (its effect being propagated over the volume by the Green’s 
integral operators), thus eliminating the difficulties encountered in using the various 
finite difference represenlations (and their finite element analogs). 

Finally, although the present method is developed in only two dimensions, which 
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covers a wide range of fluid flow problems, the extension to 3-dimensional 
calculations, will require no changes in the formalism. Application to l-dimensional 
pipe flow, in which some simple problems have already been solved are not repor- 
ted again here [33, 341, requires a modified formalism. 

APPENDIX A: MODEL HEAT CONDUCTION PROBLEM 

In order to show in detail the Green’s function techniques used in the method 
developed in this paper and to emphasize the differences between these techniques 
and more standard methods, such as finite differences, the solution of a l-dimen- 
sional heat conduction problem, using local Green’s function techniques and a finite 
difference control volume formulation, is now presented. More comprehensive 
presentations of Green’s function techniques in the context of heat conduction are 
given in [28 and 291. The l-dimensional heat conduction for Cartesian geometry is 
given by 

iit kg ( ‘) 
+s=o, (A.11 

where 

k = thermal conductivity 

T = temperature 

S = volumetric heat source. 

We first formulate the control-volume method for this equation. Following the 
procedure outlined in Patankar [35], we divide the domain into a series of grid 
points P, which have neighboring points designated E and W (see Fig. A.l). The 
interfaces between the grid points which define the control volume about the point 
are designated as x, and x,. 

Equation (A.l) is now integrated over the finite control volume to form 

(A.2) 

1 
I 

: 
1 I n n n 

: I 
w : P I E 

I I 
xW 'e 

x- 

FIG. A.l. Control volume for beat conduction. 
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The second step is to assume an interpolation or profile over the volume. This 
choice is arbitrary, but the most common is a piece-wise linear profile. 

The assumed profile is now used to evaluate the derivatives in Eq. (A.2). Inserting 
the assumed profiles yields, 

k(T,-TJ kv(Tp-L)+SAx=O 
(x,--p) - (xp-xJ 

(A.31 

The interface thermal conductivities k, and k, must be evaluated in such a manner 
so as to ensure continuity of the heat flux. The integral of the source term has been 
replaced by its average over the volume. 

Finally, Eq. (A.3) is rearranged to form, 

a,T,=a,T,+a,T,+b (A.41 

where 
aE = k,l(x, - xp) 

a, = k&, - x,) 

(A.5a) 

(A.5b) 

ap=aE+a, (A.5c) 

b = SAX. (A.5d) 

This is the final working form of the finite control volume formulation: A discrete 
pointwise value of the temperature in terms of its neighboring (in this case) 
pointwise temperatures. 

Several comments need to be made on Eq. (A.4): 

(1) The equation is in terms of pointwise temperatures not distributions over 
the control volume. An approximate distribution based on the assumed profile can 
be constructed once the grid point values are known. 

(2) The values of the coefficients aP, aE, and a, depend directly on the 
assumed profiles. 

(3) The nearest-neighbor coupling shown in Eq. (A.2) is dependent on the 
assumed profile. Other profiles could have led to coupling to more distant points. 

(4) The interface conductivities k, and k, must be evaluated carefully to 
preserve continuity of the heat flux. 

(5) The exact analytic solution to Eq. (A.1) will not, in general, satisfy 
Eq. (A.4) on a discrete grid. 

The development of a local Green’s function method for l-dimensional heat con- 
duction also starts with Eq. (A.l), 

+s=o. (A-1) 
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Next, we introduce the Green’s function that satisfies 

Equation (A.l) is now multiplied by G(x ) x0) and Eq. (A.6) by T(x) to form 

G(x I xc,) $k~+G(xIx,)S=O 

G(x ( x0) + T(x) 6(x - x0) = 0. 

(A.61 

(A.7b) 

Equation (A.7a) is now subtracted from Eq. (A.7b) and the result rearranged to 
form 

T(x) 6(x-x0) = G(x ) x0) $ k $ 

- T(x) -$ k $ G(x I x01 + ‘3~ I xd S. (A.81 

We now integrate Eq. (A.4) over the control volume P, and using Gauss’ theorem 
on the first two terms on the RHS of Eq. (A.4) yields: 

F’(x,,) = G(x 1 x0) k g - G(x 1 x,,) k $j + lX’ dx G(x \ x,,) F’(x) 
*s x, xw 

T(x)kgG(x\x,) G(x I xo) . (A.9) 
xe 

-T(x)k; 
I I xw 

Equation (A.91 is the standard format for the local Green’s function method. Some 
comparisons with Eqs. (A.4) and (A.9) make clear the very different natures of 
these two methods: 

(1) Equation (A.9) is an exact analytic expression of the temperature dis- 
tribution within a control volume. Equation (A.4) as stated before, is only an 
approximate equation for a point value of the temperature. 

(2) While the first three terms on the RHS of Eq. (A.9) bear a superficial 
resemblance to Eq. (A.2), the Green’s operators in each term relate the surface 
fluxes and sources to the distribution. Thus, unlike Eq. (A.2) which is an expression 
of the conservation of energy wiithin the control volume (specifically the heat flux 
out equals the heat flux in plus the heat deposited directly in the volume), Eq. (A.9) 
is an expression for the temperature distribution within the cell in terms of the heat 
fluxes and the heat generated. 
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(3) Unlike Eq. (A.4), the exact analytic temperature distribution always 
satisfies Eq. (A.9). 

To actually solve Eq. (A.9), we first add and subtract the following two quantities: 

UGtx I 4 T(x) lxe, UGtx I 4 T(x) lxy, (A.lO) 

where U is a “fictitious” heat flow resistance (or contact resistance). This parameter 
is introduced in order to generalize the handling of boundary conditions. Rearrang- 
ing the resulting equation yields 

+{Gtxl~,)[UT(x)--k$T(x)- 
UG(x I x0) + k ; G(x 

UG(x ) x0) -k g G(x 

+ lx’ dx G(x ) x0) Sp(x). 
x!+ 

X0) III -G 
x0) 111 &w 

(A.11) 

To simplify Eq. (A.1 i), we specify the boundary conditions on the Green’s function 
to be 

UG(x ) x,,) + k -$ G(x 

i 
UG(x ) x0)-k $ G(x 

This reduces Eq. (A.1 1) to 

r 

(A.12a) 

(A.12b) 

+ I Iv dx G(x ( x0) S(x). 
& 

(A.13) 
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To simplify Eq. (A.13) we define the terms in square brackets as 

Jr= UT(x)+k $ T(x) 
[ Iii & 

J;= UT(x)-k 2 T(x) 
[ Ill xw 

(A.14a) 

(A.14b) 

Equation (A.13) then becomes 

T%o) = We I .c 0o. Tj
0  ,2w (I ) .0 18334 0 96.c 0o. Tj 706  Tr 18.1528 0141860c 0o. Tj
0  ,2w (I ) .0 18334 0 96
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Gf,(y I YO) = f 
= -4 

WY I YO) = 0 
%CY 

WY 

Gf,@ 

G,i,(x 

ycJ=t 
=-f 

Yo)=(W)+o~(Y-YCJ 

x0) = We) 

x,)=0 

G:,(x I xd = ‘i 
= -$ 

Gf,(x ) x0) = 0.0 

(U(a-X,)+u)(U(a+x)+o) 

Gt,b I xd = 
2U(iJa+v) 

(U(a+X,)+O)(U(a-x)+o) 
2U(Ua+v) 

GJ,(x ) x0) = 0.0 

Gf,(x I xo) = t 
= -5 

G],(x ) x0) = 0.0 

G;,(x I x0) = (U/2) + ob(x - x,,) 

-b<y<y, 

y,,< yd +b 

-b<y< y, 

yo< yd +b 

-a,<x<x, 

x,<x< +a 

-U<X<X, 

xo<x< +a 

-UdX<X, 

xg<x< +a 

(B-5) 

03.6) 

(B-7) 

(B.8) 

(B.9) 

(B.lO) 

(B.ll) 

(B.12) 

(B.13) 

(B.14) 

(B.15) 

(B.16) 

(B.17) 

APPENDIX C: ADVECTION TERM ERROR ANALYSIS 

The expansion of the total source terms is the only approximation made in the 
nodal Green’s tensor method. To examine the error this introduces, we follow a 
procedure developed by Beernick and Dorning [36] for the analysis of neutronics 
methods. 

Starting from the first term on the RHS of Eq. (33) we write, 

z,=J+“dx~:(x,y)l+b 
--a -b 

(C.la) 

= j+“&c~~(x,+b)-j-+~ dxv;(x,-b) 
-a -* 

= z,,, + ZI,,. 

(C.lb) 

(Clc) 
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We now expand I,,, as 

Z 1.1 = i +O W,",o(+~) PO(X) 
-0 

+v,",l(+b)Pl(x)+v~,,(+b)p,(x)+ ->*, (C.2) 

where p,(x) = P”(x, a) = standard Legendre polynomials, 

v,(x, +b)) = -f fig + b) P,(X) 
?l=O 

(C.3a) 

(C.3b) 

V -;,n = C@ -I- 1 IPal jTao vy(x, a) P,(X) dx (C.3c) 

and 

5 +O P&) P,(X) dx = CWP + 1 )I dn,, -a (C.3d) 

We now expand the square brackeeted term in Eq. (C.2), using Eq. (C.3d) to 
eliminate the cross terms, 

II,, = P;,o( +@I2 j-+’ PO(X) PO(X) dx 
--a 

+2e$d+b) $,,(+b) 1’” pa(x) pl(x)dx-+O, cross term 
-0 

+ Cg;,,( +@I2 j+’ PI(X) pi(x) dx -a 
+ . . + [cross terms and higher order coefficients] 

= rq,*t +WJ2 (24 

+ C~;,,(+~)l{W}. 
Following Beernick and Dorning, 

V;-l( +b) is O(u), 

which implies 

and finally yields 

[t7$( +b)12 is O* 

[IV-$,,( +b)12 (2u/3} is 03. 

(C.4) 

(CSa) 

(C.5b) 

(CSC) 



Therefore, 

However, 

which yields 
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II,, = cq:,< +b)12{2a) + O(a3). (C.6a) 

z 
1.1 

= cq + WI2 
2a 

+ O(a3). 

(C.6b) 

(C.6c) 

Similar analyses can be done for Z1,* and the remaining total source terms. 

APPENDIX D: A FULL MULTIDIMENSIONAL LOCAL GREEN’S TENSOR METHOD FOR 
THE SOLUTION OF LAMINAR FLUID FLOW PROBLEMS 

A local Green’s tensor method that yields multidimensional polynomial dis- 
tributions for the velocities and pressure can also be developed. Applying the 
Navier-Stokes equations (with the velocity vector in the convective term decom- 
posed into v = v* + (v - v*), where v* is a reference value), 

(u*‘v)-vv* 0 
a' 

ax 

or 

0 (v*.v)-vv* ; 

a a 

ax ay 
0 

A+, P} = {f, 0). 

The adjoint Green’s tensor then satisfies 

(D.1) 

P.2) 

A+G+ = 6(x-x0) S(y - y,) I, (D.3) 

where A+ is the adjoint operator. 
After cross-multiplying the two matrix equations by the transpose of {v, p} and 
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G +, subtracting, integrating over the element, applying Gauss’ theorem, adding, and 
subtracting the following integrals, 

s s, d*r[UiGh) Ux(fS) + U(Gfj} uy(r’) 1, (D-4) 

and selecting the boundary conditions on the adjoint Green’s tensor as 

(U+h’.v*){Gfi(rS ( r,)} 

+ rZ’. [vV(GTi(r ) r,,)} Ip + i(GJi(r” ) r,,)} J = 0.0 (D.5.a) 

(U+ri’.v*){GJi(rs ( ro) (D.5.b) 

+A’* [vV(G$,(r I ro)} I.+j{GJi(rs I r,)}] =O.O, 

the following set of local multidimensional integral equations is obtained: 

s d3r(Gt)T f 
VI 

+ mg, js,.m d*rC iGfi) J:+‘(f) + {GSi) J;+‘Wl, 03.6) 

where 

and, 

Gl,(r I ro) 
{GLj = GM I rd T 

I 1 Gi,(r I rd 
(D.7) 

Jcf,+‘(r’) = Uu,(r’) + A’. (v Vu,(r) - Q(r)) IIs, q = x, y, k = i, j W.8) 

and S’ is the surface of element 1, r. E S’, and r,, E V’, n’ is the unit outward normal 
at rs and S’, M is the number of elements adjacent to 1, and S”” is the surface 
between elements I and m. 

Boundary conditions other than those in Eq. (D.5) could be imposed on the 
adjoint Green’s tensor. For example, the use of infinite medium boundary con- 
ditions would make the construction of the adjoint Green’s tensor less difficult at 
the expense of adding terms to the surface integral in Eq. (D.6). 

Local integral equations are now developed for the J quantities using the relation 

.I&+“(?) = 2Uu,(r”) -JL;m(P) (D.9) 

and evaluating Eq. (D.6) at the surface. 
Equations (D.6) and (D.9) (including the expressions for the boundary con- 
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ditions) are then solved through the application of a local weighted residuals 
procedure over the elemental volume and elemental surface, respectively. As was the 
case in the local Green’s function method developed for heat conduction problems 
[29], the expansion coefficients for the surface J quantities are solved first, either 
iteratively or by direct inversion. The expansion coefficients for the volume-interior 
velocities and pressures are then solved element-by-element. Since the source in this 
case depends on the velocity due to the decomposition of the velocity vector in the 
convective operator, the source must be updated and the process repeated until the 
velocities and pressures are converged. 

It should be noted that all the quantities on the right-hand side of Eq. (D.6) can 
be approximated from a converged nodal Green’s tensor method solution obtained 
using the method presented in Sections 2.1 through 2.2(c). Thus, this method could 
be used in conjunction with the nodal method, after the latter is converged, to 
obtain point-wise distributions for the velocity and pressure as a single final 
iteration procedure. 
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